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I. INTRODUCTION 

Binary decision diagrams (BDDs) are the most memory-
efficient canonical data structure for Boolean functions 

known so far [1]. The fact that the size of BDDs is highly 

sensitive to variable ordering has spurred a large body of 

research on heuristic variable ordering. In 1993, Rudell 

gave a powerful reordering algorithm called sifting and 

showed that there is an efficient way to change variable 

ordering dynamically while BDDs are constructed, which 

significantly enlarged the applicability of BDDs. Low 

power consumption has emerged as key design parameter 

for digital VLSI systems. The trend has been to develop 

methodologies and techniques which maintain a circuit’s 

throughput and area constraints while achieving some 
desired level of power efficiency. Probability-based power 

analysis tool depend heavily on BDDs to determine signal 

activity, while historic uses of BDDs have been in digital 

circuit design areas of synthesis, verification, and testing. 

As early as in 1959, Lee introduced the concept of Binary 

Decision Programs and set of rules to transform these 

programs into switching circuits. Bryant demonstrated that 

BDDs have two very useful properties. First, BDDs are 

canonical; given the BDDs for two circuits are equivalent 

in behavior if BDDs are identical. Second, BDDs are 

effective at representing combinatorially large sets, which 
is useful in FSM equivalence checking and logic 

minimization. Evolutionary algorithms (EAs) are powerful 

search algorithms [2]. Unlike conventional search 

approaches, they simultaneously consider many points in 

the search space so as to increase the chance of global 

convergence Therefore, EAs exhibit a good potential of 

global exploration, optimization problems such as highly 

nonlinear, non-differentiable and multi-modal 

optimization problems [2-3]. However, EAs are frequently 

incapable of finding a precise solution in default of local 

search mechanisms. In recent years, Memetic algorithms 

(MAs) have been receiving increasing attention from the 
evolutionary computation community. MAs are hybrid 

EAs that combine genetic operators with local search 

methods. The local search methods are used to perform the 

local refinement procedures [4]. Therefore, they can be 

regarded as the integration between populations based EAs 

and local search methods. With global exploration and 

local exploitation in search space, MAs are capable of 

obtaining more high-quality solutions [4]. 

 

 

II. BDD OPTIMIZATION 
A binary decision diagram is a rooted, directed acyclic 

graph with one or two terminal nodes of out-degree zero 

labeled 0 or 1 (or residue variable in positive or negative 

form), and a set of variable nodes u of out-degree two. 

BDD has only one node with no parent called the root 

node. 
 

Figure 1 represents a simple BDD of function 

F = x1.x2
’ + x1

’x2of two input variables x1,x2 with a vector 

of function y= 0101 
 

 
By evaluating each term of the function, a complete binary 

vector y of the function f can be determined. This 

procedure can also be applied similarly in the reversed 

order, thus it is possible to build a BDD from a binary 

vector of a function [5]. 
 

BDD can be optimized in many ways. BDD optimization 

method can be divided into two main categories [7]: 

(1) BDD ordering - results in Ordered Binary Decision 

Diagram (OBDD), which respects a given order of 

input variables. The size of the BDD depends heavily 

on its input variable ordering. 

(2) BDD reduction - when applied on OBDD results in 

Reduced OBDD (ROBDD). ROBDD respects these 
two rules: 

a Uniqueness: no two distinct nodes u and v represents 

the same variable and have the same left and right 

successor, i.e.: var(u)= var(v), left(u)=left(v), 

right(u)=right(v) what implies u=v 

b Non-redundancy: no variable node u has the identical 

left and right successor, i.e. :left(u) = right(u) 

BDD variable reordering problem is used in the proposed 

design of comparing the effect of different crossover 

operators on node count and CPU computation time. 
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III. BDD MINIMIZATION BASED ON 

MEMETIC ALGORITHM 

Memetic algorithms (MA) are inspired by Dawkins’ 

notion of a meme [7], [8]. They are population based 

optimization algorithms in which the solutions are 

subjected to processes of competition and mutual 

cooperation in a way that resembles the behavioral 
patterns of the living beings from the same species. 
 

They might be implemented as local search heuristics 

techniques, approximation algorithms or, sometimes, even 

(partial) exact methods. The hybridization is meant to 

either accelerate the discovery of good solutions, for 

which evolution alone would take too long to discover, or 

to reach solutions that would otherwise be unreachable by 

evolution or a local method alone. 
 

MA is similar to GA, but the elements forming a 

chromosome are memes, and not genes. Meme is the basic 

unit of cultural or imitation passed on by non-genetic 

operators. The unique aspect of MA is that all 

chromosomes in a generation are allowed to gain some 

experience, through a local search [9], before being 

involved in the Evolutionary process. On a randomly 
created initial population, a local search is performed on 

each chromosome in order to improve its experience and 

thus obtain a population of local optimum solutions. The 

process then undergoes a basic genetic operation to 

produce new generation, which is again subjected to local 

search. Various approaches have been proposed [9] to 

perform the local search in Memetic algorithm. The 

performance of each chromosome is evaluated again after 

performing local search. The change is retained if the 

performance improves else it is reversed [10]. Main 

parameters influencing the performance of MA are 

population size, number of generations, crossover rate, and 

mutation rate along with the local search mechanisms. 

Crossover is the primary method of optimization in the 

genetic algorithm. The performance of the genetic 

algorithm depends, to a great extent, on the performance 

of the crossover operator used. Three types of the 

crossover operator have been used for BDD minimization: 
Order Crossover, Partially Mapped Crossover and Cycle 

Crossover. The performance of ordered crossover operator 

has been compared. 
 

A flowchart for MA based approach used for BDD 

Variable Ordering is shown in figure below.    

 
 

IV. SIMULATION RESULTS 

The proposed approach using ordered, cyclic and partially 

mapped crossover operators are being implemented with 
C++ on Ubuntu 11.04. It gives minimal nodes and reduced 

execution time for every function when compared with all 

other approaches. The simulation results for multi-input 

Adder circuits have been displayed in Table 1. 
 

TABLE 1: Comparison of MA results 

 
 

Fig2. Comparison of node count for different multi-input adder circuits using different algorithms. 

 

 
 

 

 

 

 

 

 

 

 

 

http://www.ijireeice.com/


ISSN (Online) 2321 – 2004 
ISSN (Print) 2321 – 5526 

 
                     INTERNATIONAL JOURNAL OF INNOVATIVE RESEARCH IN ELECTRICAL, ELECTRONICS, INSTRUMENTATION AND CONTROL ENGINEERING 
                    Vol. 2, Issue 3, March 2014 
 

Copyright to IJIREEICE                                                                                                      www.ijireeice.com                                                                                                                     1232 

 

Fig3. Comparison of computation time for various 

benchmark circuits using different Crossover Operators in 

MA. 
 

 

V. CONCLUSIONS 

The result of Memetic algorithm using the various 

crossover operators on the n-bit adder circuits are 

presented and these results demonstrate that MA algorithm 
implemented using cycle crossover operator results in less 

computation time and reduced node count. 
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