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Abstract: Cancer is one of the common diseases occurring among the people all over the world. It can be due to 
various reasons such as different habitats, environmental disorders etc. Cancer being detected at early stages can save 

millions, if effective treatment is provided. It can cause damage to any part of body. Breast cancer occurs when breast 

cells divide rapidly to form a lump or mass known as a tumor. The detection of the breast cancer is a challenging 

problem, due to the structure of the cancer cells. This project presents a threshold method, for segmenting 

mammographic images to detect the Breast cancer in its early stages. The threshold will be determined by clustering an 

image based on row and column separation. The manual analysis of this samples are time consuming, inaccurate and 

requires intensive trained person to avoid diagnostic errors. The segmentation results will be used as a base for a 

Computer Aided Diagnosis system for early detection of cancer from mammographic images which will improves the 

chances of survival for the patient. Furthermore, the probability of the tumor to identify its type is also taken by us i.e. 

benign, suspicious or malignant. 
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I. INTRODUCTION 

refers to the uncontrolled multiplication of a group of cells 
in a particular location of the body. A group of rapidly 

dividing cells may form a lump micro calcifications or 

architectural distortions which are usually referred to as 

tumors. Breast cancer is any form of malignant tumor 

which develops from breast cells. Breast cancers are 

traditionally known to be one of the major causes of death 

among women.Mortality rates due to breast cancer have 

been reducing due to better diagnostic facilities and 

effective treatments.  

One of the leading methods for diagnosing breast cancer is 

screening mammography. This method involves X-ray 
imaging of the breast. Screening mammography 

examinations are performed on asymptomatic women to 

detect early, clinically unsuspected breast cancer.[2] The 

need for early detection of breast cancer is highlighted by 

the fact that incidence rates for breast cancer is one of the 

highest among all cancers according to the American 

Cancer Society which quotes a morbidity of 230 000 and a 

mortality of 40 000 according   to   the  latest  figures  

gathered  for  the  American  population.  

 Important signs to look for in the case of breast cancer are 

clusters of microcalcifications, masses and architectural 

distortions early detection of breast cancer through 
screening and diagnostic mammography increases breast 

cancer treatment options and survival rates. Unfortunately, 

due to the human factor involved in the screening process, 

detection of suspicious abnormalities is prone to a high 

degree of error. Studies have shown that radiologists have 

an error rate between 10%–30% for detection of cancer in 

screening studies. Misinterpretation of breast cancer signs 

result in 52% of the errors and 43% of the errors are 

caused due to overlooking signs in abnormal scans. As a 

result of this error rate, biopsies are frequently performed 

on benign lesions, resulting in unwarranted expenditure 
and anxiety for the patient involved[4]. The cost 

associated with errors due to misclassification of  

mammograms is considerable. This is because of the fact  

 

that false negatives are a huge problem in screening 
mammography as early detection can reduce treatment 

cost, time and effectiveness to a great extent. False 

negatives affect all three parameters as early detection is 

not an option with an incorrect diagnosis. A major reason 

for these errors is due to the fact that radiologists depend 

on visual inspection. During manual screening of a large 

number of mammograms, radiologists may get easily worn 

out, missing out vital clues while studying the scans. To 

offset these effects, tremendous effort is being made to 

automate the process of mammographic screening. 

Automated screening of mammograms or computer-aided 
diagnosis (CAD) of breast cancer is a vast field of 

research. Classifier systems have been widely used in 

medical diagnosis. 

In computer vision, image segmentation is the process of 

partitioning a digital image into multiple segments such as 

sets of pixels, also known as super pixels[4]-[7]. The goal 

of segmentation is to simplify and change the 

representation of an image into something that is more 

meaningful and easier to analyze. The result of image 

segmentation is a set of segments that collectively cover 

the entire image, or a set of contours extracted from the 

image. Each of the pixels in a region are similar with 
respect to some characteristic or computed property, such 

as color, intensity, or texture. 

 Biclustering was first used by Cheng and Church in gene 

expression data analysis. It belongs to a distinct class of 

clustering algorithms that perform synchronous row-

column clustering[5]. Biclustering is an important 

technique in two way data analysis. Biclustering is an 

extremely useful data mining tool used for identifying 

patterns, where different genes are correlated based on the 

subset of conditions in the gene expression dataset. This 

methodology is effectively applied to extract finer details 
about the behavior of genes under certain experimental 

samples. Thus Biclustering can be very well used for 

detecting cancer. 
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II. MATERIALS AND METHODS 

A mammogram is an x-ray exam of the breast that’s used 

to detect and evaluate breast changes. 

 X-rays were first used to examine breast tissue a century 

ago, by the German surgeon, 

Albert Salomon. But modern mammography has only 

existed since the late 1960s, when special x-ray machines 

were designed and used just for breast imaging. Since 
then, the technology has advanced, and today’s 

mammogram is very different even from those of the 

1980s and 1990s. 

Screening mammograms are x-ray exam of the breasts that 

are used for women who have no breast symptoms or 

signs of breast cancer (like a previous abnormal 

mammogram). The goal of a screening mammogram is to 

find breast cancer when it’s too small to be felt by a 

woman or her doctor.  

Any computer-aided diagnosis system is based on artificial 

intelligence (AI) techniques. The pipeline used in a CAD 
system for breast cancer detection is similar to any other 

AI-based system and consists of preprocessing, breast 

region segmentation, feature extraction and classification. 

A major difference between computer-aided detection of 

breast cancer and other AI-based technologies is that 

breast cancer detection using CAD systems requires 

human intervention for interpreting the final results. 

 
Fig.1.Mammography Unit 

Fig1. Shows the mammography unit which is the 

Equipment C-arm SID is fixed at 24 – 26”. It is dedicated 

units have high-frequency generators. It Provide more 
precise control of kVp, mA, and exposure time. This is 

specially designed to produce high-contrast and high-

resolution images. 

Preprocessing of mammograms is done to improve the 

contrast of mammograms which will be helpful in further 
stages of the detection pipeline. This step also includes 

denoising of the images. Segmenting the breast region 

from pectoral muscle and surrounding regions is carried 

out in order to make it easier to extract the suspicious 

tissues from breast segments. Feature extraction and 

classification steps are similar to other AI and pattern 

recognition systems with not much of a difference 

between commonly used methods. 

III. PROPOSED METHOD 

In this the detail study of block diagram of proposed 

method is present. Fig.2. shows the typical block diagram 

of  proposed method. 

 

 
Fig.2. Block Diagram 

 

1) Input image:-  

Input Image is applied to the system which is in jpeg 

format from the database of the system. 
2) Preprocessing:-  

Image pre-processing is the term for operations on images 

at the lowest level    of abstraction. These operations do 

not increase image information content but they decrease 

it if entropy is an information measure. The aim of pre-

processing is an improvement of the image data that 

suppresses undesired distortions or enhances some image 

features relevant for further processing and analysis task. 

Image preprocessing use the redundancy in images. 

Neighboring pixels corresponding to one real object have 

the same or similar brightness value. If a distorted pixel 
can be picked out from the image, it can be restorted as an 

average value of neighboring pixels. Image pre-processing 

methods can be classified into categories according to the 

size of the pixel neighborhood that is used for the 

calculation of a new pixel brightness. 

a. Resizing:  

In the preprocessing, the region of interest (ROI) was 

selected from the digital mammograms images. The data 

used in our experiments were obtained from the 

Mammographic Image Analysis Society (MIAS) database 

[9]. It consists of 16 images belonging to normal, benign 
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and malignant classes. All images have a resolution of 

1024×1024 pixels and 8-bit accuracy (gray level). They 
also include the locations of any abnormalities that may be 

present.  ROI of size 512×512 pixels is extracted with 

breast cancer centered in the window.  

b. Cropping: 

The next step is image cropping. Some irrelevant parts of 

the image can be removed and the image region of interest 

is focused. This tool provides a user with the size 

information of the cropped image.Matlab function for 

image cropping realizes this operation interactively 

waiting for an user to specify the crop rectangle with the 

mouse and operates on the current axes. The output image 

is of the same class as the input image. 
3) Threshold Estimation: 

The abnormal region will be detected by finding desired 

threshold from significant coarse details obtained from 

two directional decomposition. The threshold is defined 

as, 

                      
maxlog( ( ))

2
abs C

T                         (1) 
Where, 

Cmax – Maximum coefficient of coarse details 

The segmentation will be done by, 

Seg = 255    if |D| > T 

       =   0     otherwise D – input data 

4) Significant Data Extraction: 

 It is an algorithm used here to identify an abnormal region 

from an image. It belongs to a distinct class of clustering 

algorithms that perform synchronous row-column 

clustering.   Biclustering algorithms have also been 
proposed and used in some application fields such as co-

clustering, bi-dimensional clustering, two-mode clustering 

and subspace clustering. Biclustering is an important 

technique in two way data analysis. Biclustering is an 

extremely useful data mining tool used for identifying 

patterns, where different genes are correlated based on the 

subset of conditions in the gene expression dataset. This 

methodology is effectively applied to extract finer details 

about the behavior of genes under certain experimental 

samples. Thus Biclustering can be very well used for 

detecting cancer. 
Clustering methods can be applied to either the rows or the 

columns of the feature matrix, separately whereas 

Biclustering methods perform clustering in the two 

dimensions simultaneously. This means that clustering 

methods derive a global model while Biclustering 

algorithms produce a more effective local model. 

The goal of a statistical pattern recognition technique is to 

choose those features that allow pattern vectors belonging 

to different categories to occupy compact and disjoint 

regions in a -dimensional feature space [38]. The 

effectiveness of the feature set is determined by how well 

patterns from different classes can be separated. The 
decision boundaries for separating patterns or features 

belonging to different classes are determined by the 

probability distributions of these patterns. As a result, it is 

essential to formulate the patterns in such a way that they 

can be classified in the most accurate and computationally 

efficient manner. A main step in any kind of pattern 

recognition problem is the representation of data in a 

reduced number of dimensions. This is carried out for a 
number of reasons such as improved classification, stable 

representation or ease of computation. Geometrical 

methods such as principal component analysis and 

multidimensional scaling are used for representing data in 

a reduced dimension. These methods, apart from several 

others such as linear discriminant analysis and Karhunen-

Loeve expansion, are collectively referred to as feature 

selection and feature extraction methods [39]. In any 

classification task, it is imperative to identify those 

variables that do not contribute to the classification. It is 

essential to get rid of these variables which do not 

contribute to the effectiveness of the classification. 
To put it in perspective, for feature selection, the 

optimization is over the set of all possible subsets of size d 

of the p possible measurements x1,x2,…….xp. Thus, we 

seek the Xd subset for which 

                                      (2) 

In feature extraction, the class of transformation is usually 
specified and we seek the transformation A for which 

                              (3) 

where is the set of allowable transformations. 

IV. EXPERIMENTAL RESULTS 

This section describes the experimental results of proposed 

method.  

 
Fig.3. Typical mammogram images (a) normal, (b) benign, and (c) 

malignant. 

 

 
 

Fig. 4. Features extracted for mammogram images (a) normal. 
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Fig. 4. Features extracted for mammogram images(b) benign. 

 

 
 

Fig. 4. Features extracted for mammogram images (c) malignant. 

 

Fig. 4 shows an example of a feature extraction algorithm 

(trace transform) presenting good differentiation between 

the normal, benign and malignant mammograms. 

 

 
 

Fig.5.Input image 

 

 
 

Fig.6. Cropped image 

 

 
 

Fig.7. Output after vertical and horizontal decomposition 
 

Fig. 5 shows an example of an input image which is taken 
from the patient. Fig.6 shows the cropped image of the 

input image and fig.7 shows the output after vertical and 

horizontal decomposition. Finally the fig.8 shows the 

segmented output for cancer detection. 

 

 
 

Fig.8. Segmented output 
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V. CONCLUSION 

Biclustering is a relatively young area & it has a great 

potential to make significant contributions to biology and 

to other fields. Proposed algorithm analyzes data and gives 

more accurate results. The result shows that the method 

implemented is an effective method for mammographic 

cancer detection .The experimental results demonstrate the 

cancer detection efficiency and effectiveness of the 
system. 

Here, the best results obtained are around 90%, which is 

not sufficient enough for implementation in clinical trials. 

Though better results have been reported in literature, it is 

noted that results better than these are obtained on specific 

datasets which cannot be generalized to a wide array of 

data which can be seen in actual practice. It is also seen 

that the performance of conventional methods such as 

decision tree with texture features do not provide results as 

good as nonconventional techniques, such as Eigen faces 

approach or a model-based vision algorithm and region 
based edge-profile acutance measure. This can be due to 

the fact that conventional techniques are tuned to act on 

specific datasets while nonconventional techniques 

developed with the nature of mammographic datasets in 

mind can be well adapted to a wide array of 

mammographic data. 
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